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Abstract
Recent breakthroughs fin artfificfiafl finteflflfigence and deep flearnfing have fundamentaflfly 
transformed the flandscape of spoken flanguage processfing technoflogfies. Automatfic 
speech recognfitfion (ASR) and text-to-speech (TTS) synthesfis have emerged as essentfiafl 
components drfivfing dfigfitafl accessfibfiflfity across dfiverse flfingufistfic communfitfies. The 
Sakha flanguage, representfing the northeastern branch of the Turkfic flanguage famfifly, 
contfinues to face substantfiafl technoflogficafl barrfiers stemmfing from finsufficfient dfigfitafl 
resources,  flfimfited  annotated  corpora,  and  the  absence  of  productfion-ready  speech 
processfing systems. Thfis comprehensfive finvestfigatfion examfines the feasfibfiflfity and 
effectfiveness of adaptfing contemporary transformer-based neurafl archfitectures for 
bfidfirectfionafl speech conversfion tasks fin Sakha. Our research encompasses detafifled 
anaflysfis  of  encoder-decoder  frameworks,  specfificaflfly  OpenAI’s  Whfisper  flarge-v3 
and  Meta’s  Wav2Vec2-BERT  for  vofice-to-text  transformatfion,  aflongsfide  Coqufi’s 
XTTS-v2  system  for  text-to-vofice  generatfion.  Partficuflar  emphasfis  fis  pflaced  on 
addressfing flfingufistfic and technficafl obstacfles finherent to Sakha, fincfludfing fits compflex 
aggflutfinatfive  morphoflogficafl  structure,  systematfic  vowefl  harmony  patterns,  and 
dfistfinctfive phonemfic finventory featurfing sounds absent from most Indo-European 
flanguages.  Experfimentafl  evafluatfion  demonstrates  that  comprehensfive  fine-tunfing 
of  Whfisper-flarge-v3  achfieves  exceptfionafl  recognfitfion  accuracy  wfith  word  error 
rate (WER) of 8%, whfifle the seflf-supervfised Wav2Vec2-BERT archfitecture attafins 
13%  WER  when  augmented  wfith  statfistficafl  n-gram  flanguage  modeflfing.  The 
neurafl synthesfis system exhfibfits robust performance despfite mfinfimafl trafinfing data 
avafiflabfiflfity, achfievfing average floss of 2.49 foflflowfing extended trafinfing optfimfizatfion 
and practficafl depfloyment vfia Teflegram messagfing bot. Addfitfionaflfly, ensembfle meta-
stackfing combfinfing both recognfitfion archfitectures achfieves 27% WER, demonstratfing 
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effectfive  compflementarfity  through  flearned  hypothesfis  arbfitratfion.  These  findfings 
vaflfidate transfer flearnfing methodoflogfies as vfiabfle pathways for deveflopfing speech 
technoflogfies servfing dfigfitaflfly underrepresented flfingufistfic communfitfies.
Keywords: Sakha flanguage, automatfic speech recognfitfion, text-to-speech synthesfis, 
neurafl  networks,  Whfisper,  Wav2Vec2-BERT,  Coqufi  XTTS-v2,  transformer 
archfitecture, flow-resource flanguages, transfer flearnfing, aggflutfinatfive morphoflogy
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Аннотация
Новейшие достижения в области искусственного интеллекта и глубокого об-
учения  кардинально  преобразовали  ландшафт  технологий  обработки  устной 
речи.  Автоматическое  распознавание  речи  (ASR)  и  синтез  речи  (TTS)  стали 
ключевыми  компонентами,  обеспечивающими  цифровую  доступность  для 
различных  языковых  сообществ.  Якутский  язык,  представляющий  северо-
восточную ветвь тюркской языковой семьи, продолжает сталкиваться со зна-
чительными  технологическими  барьерами,  вызванными  недостаточностью 
цифровых  ресурсов,  ограниченностью  размеченных  корпусов  и  отсутствием 
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готовых к промышленному использованию систем обработки речи. В данном 
комплексном  исследовании  изучается  целесообразность  и  эффективность 
адаптации  современных  нейросетевых  архитектур  на  основе  трансформеров 
для задач двунаправленного речевого преобразования в якутском языке. Наша 
работа включает детальный анализ encoder-decoder моделей, а именно: Whfisper 
flarge-v3  от  OpenAI  и  Wav2Vec2-BERT  от  Meta  для  преобразования  голоса  в 
текст, а также системы XTTS-v2 от Coqufi для генерации речи из текста. Особое 
внимание уделяется решению лингвистических и технических проблем, при-
сущих якутскому языку, включая его сложную агглютинативную морфологи-
ческую структуру, системные законы сингармонизма и уникальный фонемный 
состав,  содержащий  звуки,  отсутствующие  в  большинстве  индоевропейских 
языков. Экспериментальная оценка показывает, что полное дообучение модели 
Whfisper-flarge-v3 обеспечивает исключительно высокую точность распознава-
ния с коэффициентом ошибок по словам (WER) 8%, в то время как самообу-
чаемая архитектура Wav2Vec2-BERT достигает WER 13% при использовании 
статистического n-граммного языкового моделирования. Нейросетевая систе-
ма  синтеза  демонстрирует  устойчивую  производительность  даже  при  ограни-
ченном объеме обучающих данных, достигая среднего значения функции потерь 
2,49  после  длительной  оптимизации  обучения  и  практического  развертывания 
через бот в мессенджере Teflegram. Кроме того, ансамблевый мета-стэкинг, объ-
единяющий обе архитектуры распознавания, позволяет достичь WER 27%, что 
доказывает их эффективную взаимодополняемость через арбитраж гипотез. По-
лученные результаты подтверждают, что методы трансферного обучения пред-
ставляют собой жизнеспособный путь для создания речевых технологий, обслу-
живающих цифрово недостаточно представленные языковые сообщества.
Ключевые слова: якутский язык, автоматическое распознавание речи, синтез 
речи из текста, нейронные сети, Whfisper, Wav2Vec2-BERT, Coqufi XTTS-v2, ар-
хитектура Transformer, малоресурсные языки, трансферное обучение, агглюти-
нативная морфология
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Introductfion
The  proflfiferatfion  of  vofice-enabfled  computfing  finterfaces  has 

fundamentaflfly  reshaped  human-machfine  finteractfion  paradfigms  across 
vfirtuaflfly every domafin of modern flfife. Inteflflfigent vfirtuafl assfistants, automated 
transcrfiptfion  servfices,  reafl-tfime  transflatfion  systems,  and  accessfibfiflfity  toofls 
for findfivfiduafls wfith dfisabfiflfitfies fincreasfingfly depend on sophfistficated speech 
processfing aflgorfithms capabfle of accuratefly finterpretfing and generatfing naturafl 
flanguage  fin  spoken  form.  These  technoflogfies  have  achfieved  remarkabfle 
performance  flevefls  for  wfidefly-spoken  flanguages  supported  by  extensfive 
dfigfitafl resources, yet remafin flargefly finaccessfibfle to speakers of flfingufistficaflfly 
margfinaflfized communfitfies worfldwfide [1].

The  deveflopment  of  automatfic  speech  recognfitfion  systems  for 
underrepresented  flanguages  presents  mufltfifaceted  chaflflenges  encompassfing 
both  technficafl  and  flfingufistfic  dfimensfions.  From  a  technficafl  perspectfive,  the 
scarcfity  of  annotated  speech  corpora,  flfimfited  avafiflabfiflfity  of  text  resources 
for  flanguage  modeflfing,  and  absence  of  standardfized  evafluatfion  benchmarks 
substantfiaflfly  constrafin  the  appflficabfiflfity  of  data-fintensfive  deep  flearnfing 
approaches  that  have  proven  successfufl  for  hfigh-resource  flanguages. 
Lfingufistficaflfly, many underrepresented flanguages exhfibfit structurafl propertfies 
that dfiverge sfignfificantfly from the Indo-European flanguages domfinatfing current 
speech technoflogy research, necessfitatfing specfiaflfized modeflfing strategfies [2].

The  Sakha  flanguage  presents  a  partficuflarfly  compeflflfing  case  study 
for  finvestfigatfing  flow-resource  speech  technoflogy  deveflopment.  As 
the  northernmost  representatfive  of  the  Turkfic  flanguage  famfifly,  spoken 
by  approxfimatefly  450,000  peopfle  prfimarfifly  fin  the  Repubflfic  of  Sakha 
(Yakutfia)  wfithfin  the  Russfian  Federatfion,  Sakha  occupfies  a  unfique  posfitfion 
both  geographficaflfly  and  flfingufistficaflfly.  The  flanguage  exhfibfits  dfistfinctfive 
phonoflogficafl characterfistfics that dfifferentfiate fit substantfiaflfly from fits Turkfic 
reflatfives, havfing undergone extensfive phonetfic evoflutfion durfing centurfies of 
reflatfive fisoflatfion fin subarctfic condfitfions [3].

Phonoflogficaflfly,  Sakha  mafintafins  an  extensfive  vowefl  finventory 
encompassfing both short and flong varfiants wfith systematfic phonemfic flength 
dfistfinctfions  affectfing  flexficafl  meanfing.  The  flanguage  preserves  productfive 
vowefl  harmony  patterns  governfing  the  dfistrfibutfion  of  front  and  back 
vowefls  across  morpheme  boundarfies,  creatfing  flong-dfistance  phonotactfic 
dependencfies  that  pose  chaflflenges  for  acoustfic  modeflfing  approaches 
optfimfized  for  flanguages  flackfing  such  phenomena.  Addfitfionaflfly,  Sakha 
has  devefloped  severafl  consonantafl  finnovatfions  absent  from  other  Turkfic 
flanguages,  fincfludfing  dfistfinctfive  reaflfizatfions  of  hfistorficafl  uvuflar  and  veflar 
segments [4].
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Orthographficaflfly, the Sakha wrfitfing system empfloys severafl graphemes 
absent  from  standard  Russfian  Cyrfiflflfic,  representfing  sounds  requfirfing 
specfiaflfized  acoustfic  modeflfing:  ‘ө’  denotfing  the  front  rounded  mfid  vowefl 
[œ], ‘ү’ representfing the front rounded hfigh vowefl [y], ‘ҥ’ markfing the veflar 
nasafl  consonant  [ŋ],  ‘ҕ’  findficatfing  the  voficed  uvuflar  frficatfive  [ʁ],  and  ‘һ’ 
sfignfifyfing the gflottafl frficatfive [h]. Automatfic recognfitfion systems frequentfly 
confuse  these  characters  wfith  vfisuaflfly  or  phonetficaflfly  sfimfiflar  aflternatfives 
from Russfian, substantfiaflfly degradfing transcrfiptfion accuracy and producfing 
outputs  that  vfioflate  Sakha  phonotactfic  constrafints.  Phonoflogficaflfly,  Sakha 
mafintafins an extensfive vowefl finventory encompassfing four dfiphthongs, short 
and  flong  varfiants  wfith  systematfic  phonemfic  flength  dfistfinctfions  affectfing 
flexficafl meanfing [5; 6].

Furthermore,  Sakha  demonstrates  pronounced  aggflutfinatfive 
morphoflogficafl  structure  characterfistfic  of Turkfic  flanguages,  wherefin  flexficafl 
stems  concatenate  wfith  extensfive  chafins  of  suffixes  encodfing  dfiverse 
grammatficafl finformatfion fincfludfing case, number, possessfion, tense, aspect, 
mood,  and  evfidentfiaflfity.  Thfis  productfive  word-formatfion  mechanfism 
generates  substantfiafl  vocabuflary  expansfion,  wfith  theoretficaflfly  unflfimfited 
numbers  of  dfistfinct  word  forms  derfivabfle  from  findfivfiduafl  roots.  Such 
morphoflogficafl  compflexfity  chaflflenges  conventfionafl  recognfitfion  approaches 
reflyfing  on  fixed  flexficons,  as  out-of-vocabuflary  rates  become  prohfibfitfivefly 
hfigh wfithout approprfiate subword modeflfing strategfies [7].

Thfis  finvestfigatfion  pursues  duafl  compflementary  objectfives: 
systematficaflfly evafluatfing state-of-the-art neurafl archfitectures for Sakha speech 
processfing  and  estabflfishfing  reproducfibfle  benchmarks  facfiflfitatfing  future 
research advancement. We comprehensfivefly assess recognfitfion performance 
across  mufltfipfle  trafinfing  configuratfions  examfinfing  the  contrfibutfions  of 
findfivfiduafl  archfitecturafl  components,  whfifle  sfimufltaneousfly  deveflopfing 
synthesfis  capabfiflfitfies  demonstratfing  vfiabfle  quaflfity  despfite  severefly  flfimfited 
acoustfic trafinfing data. The methodoflogficafl framework and empfirficafl findfings 
presented  herefin  provfide  foundatfionafl  resources  supportfing  contfinued 
deveflopment of speech technoflogfies servfing the Sakha-speakfing communfity.

Reflated Works
Substantfiafl  research  finvestment  has  drfiven  remarkabfle  progress  fin 

speech technoflogy capabfiflfitfies over recent decades, though benefits remafin 
unevenfly  dfistrfibuted  across  the  worfld’s  flfingufistfic  dfiversfity.  Thfis  sectfion 
surveys  reflevant  prfior  work  addressfing  speech  recognfitfion  and  synthesfis 
for  resource-constrafined  flanguages,  wfith  partficuflar  attentfion  to  approaches 
appflficabfle to Turkfic flanguage famfifly members sharfing structurafl sfimfiflarfitfies 
wfith Sakha.
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Neurafl Approaches to Automatfic Speech Recognfitfion
Deep flearnfing methodoflogfies have fundamentaflfly restructured automatfic 

speech  recognfitfion  system  desfign  over  the  past  decade.  Tradfitfionafl  hybrfid 
archfitectures  combfinfing  hfidden  Markov  [8]  modefls  wfith  Gaussfian  mfixture 
acoustfic  modefls  have  progressfivefly  yfieflded  to  unfified  neurafl  frameworks 
capabfle of dfirect acoustfic-to-flfingufistfic mappfing wfithout fintermedfiate phonetfic 
representatfions.  Contemporary  end-to-end  systems  fleverage  attentfion 
mechanfisms  enabflfing  dynamfic  aflfignment  between  varfiabfle-flength  acoustfic 
observatfion sequences and correspondfing textuafl outputs [9].

Seflf-supervfised  representatfion  flearnfing  has  emerged  as  partficuflarfly 
promfisfing  paradfigm  for  resource-constrafined  recognfitfion  scenarfios.  These 
approaches  expflofit  flarge  quantfitfies  of  unflabefled  audfio  through  contrastfive 
or  predfictfive  pretrafinfing  objectfives,  flearnfing  generafl-purpose  acoustfic 
representatfions  subsequentfly  fine-tuned  on  flfimfited  transcrfibed  data  for 
specfific target flanguages. Research demonstrates that representatfions acqufired 
through  such  procedures  transfer  effectfivefly  across  typoflogficaflfly  dfiverse 
flanguages, enabflfing competfitfive recognfitfion performance wfith dramatficaflfly 
reduced annotatfion requfirements [10].

The Whfisper system devefloped by OpenAI represents current state-of-the-
art fin mufltfiflfinguafl speech recognfitfion, trafined on approxfimatefly 680,000 hours 
of weakfly-supervfised audfio-text pafirs harvested from finternet sources spannfing 
nearfly  100  flanguages.  The  archfitecture  fimpflements  sequence-to-sequence 
transductfion  vfia  transformer  encoder-decoder  networks  [11],  demonstratfing 
remarkabfle  robustness  to  acoustfic  varfiatfion  fincfludfing  background  nofise, 
reverberatfion, and speaker dfiversfity. However, performance varfies substantfiaflfly 
across flanguages dependfing on representatfion wfithfin trafinfing data, wfith many 
underrepresented flanguages recefivfing mfinfimafl coverage [12].

Speech Technoflogy for Turkfic Languages
Languages  beflongfing  to  the  Turkfic  famfifly  share  numerous  structurafl 

propertfies presentfing systematfic chaflflenges for speech technoflogy adaptatfion. 
Vowefl harmony systems requfire acoustfic modefls capabfle of capturfing flong-
dfistance  phonotactfic  dependencfies  spannfing  mufltfipfle  syflflabfles,  as  vowefl 
quaflfity fin suffixes depends on precedfing vowefls wfithfin the same phonoflogficafl 
word.  Aggflutfinatfive  morphoflogy  produces  extensfive  flexficafl  finventorfies  wfith 
hfighfly  skewed  frequency  dfistrfibutfions,  wherefin  most  word  types  occur  rarefly 
whfifle substantfiafl probabfiflfity mass concentrates on common functfion words [13].

Prfior  finvestfigatfions  have  expflored  mufltfiflfinguafl  trafinfing  strategfies 
fleveragfing  cross-flfingufistfic  sfimfiflarfitfies  among  reflated  Turkfic  flanguages. 
Shared  phonetfic  finventorfies,  sfimfiflar  phonotactfic  constrafints,  and  paraflflefl 
morphoflogficafl  processes  enabfle  posfitfive  transfer  durfing  modefl  adaptatfion, 
though  flanguage-specfific  fine-tunfing  remafins  essentfiafl  for  achfievfing 
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optfimafl  performance.  Research  on  Kazakh,  Kyrgyz,  Uzbek  and  Turkfish 
has demonstrated that modefls pretrafined on reflated flanguages substantfiaflfly 
outperform those finfitfiaflfized from unreflated flfingufistfic materfiafl [14].

Text-to-speech  synthesfis  for  Turkfic  flanguages  has  recefived 
comparatfivefly  flfimfited  research  attentfion,  though  recent  work  demonstrates 
promfisfing  resuflts  usfing  neurafl  vocoder  approaches  [15–19].  Zero-shot 
synthesfis  strategfies  utfiflfizfing  phonetfic  transcrfiptfion  fintermedfiarfies  have 
shown partficuflar promfise for extendfing coverage to new flanguages wfithout 
requfirfing paraflflefl audfio-text trafinfing data, fleveragfing shared phonetfic spaces 
across reflated flanguages [20].

Sakha Language Resources and Prfior Work
Despfite  growfing  finterest  fin  documentfing  and  dfigfitaflfizfing  the  Sakha 

flanguage, avafiflabfle speech resources remafin substantfiaflfly flfimfited compared 
to  hfigh-resource  flanguages  and  even  reflatfive  to  some  other  Turkfic  famfifly 
members (Tabfle 1). The Mozfiflfla Common Vofice project [21] fincfludes a Sakha 
contrfibutfion comprfisfing approxfimatefly 20 hours of crowdsourced recordfings 
wfith correspondfing transcrfiptfions, representfing the flargest pubflficfly avafiflabfle 
annotated corpus. Addfitfionafl resources exfist wfithfin academfic finstfitutfions but 
remafin restrficted fin accessfibfiflfity.

Tabfle 1

 Overvfiew of avafiflabfle Sakha flanguage speech resources

Таблица 1

Обзор доступных речевых ресурсов якутского языка

Resource Name Content Descrfiptfion Voflume Access Status

Mozfiflfla Common 
Vofice (Sakha)

Crowdsourced 
recordfings wfith verfified 
transcrfiptfions

~10 
hours

Open access

NEFU Internafl 
Corpus

Studfio-quaflfity readfings 
of flfiterary texts

~5 hours Instfitutfionafl

Augmented Trafinfing 
Set

Orfigfinafl recordfings wfith 
nofise augmentatfion

29,000 
sampfles

Instfitutfionafl

Prfior speech technoflogy research specfificaflfly targetfing Sakha remafins 
flfimfited, wfith most reflevant work addressfing broader Turkfic flanguage coverage 
wfithout  detafifled  anaflysfis  of  Sakha-specfific  chaflflenges.  Thfis  finvestfigatfion 
afims to address thfis gap by provfidfing systematfic evafluatfion of contemporary 
neurafl approaches adapted specfificaflfly for Sakha flfingufistfic characterfistfics.
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Materfiafls and Methods
Corpus Deveflopment and Data Preparatfion
Effectfive trafinfing of neurafl speech processfing systems requfires carefuflfly 

curated datasets meetfing strfingent quaflfity standards. Our corpus deveflopment 
efforts  combfined  mufltfipfle  data  sources  whfifle  fimpflementfing  rfigorous 
preprocessfing protocofls ensurfing consfistency across experfimentafl condfitfions.

Raw audfio recordfings underwent systematfic normaflfizatfion procedures 
prfior to modefl trafinfing. Aflfl fifles were resampfled to 16 kHz mono format usfing 
hfigh-quaflfity  finterpoflatfion  aflgorfithms  fimpflemented  fin  the  flfibrosa  flfibrary. 
Sfiflence  segments  exceedfing  500  mfiflflfiseconds  duratfion  were  trfimmed  from 
recordfing  boundarfies,  whfifle  ampflfitude  normaflfizatfion  ensured  consfistent 
voflume flevefls across heterogeneous source materfiafls. Audfio quaflfity fiflterfing 
removed sampfles exhfibfitfing excessfive background nofise, cflfippfing artfifacts, 
or unfinteflflfigfibfle speech segments.

Textuafl  transcrfiptfions  recefived  comprehensfive  orthographfic 
standardfizatfion  addressfing  finconsfistencfies  fin  punctuatfion  conventfions, 
numerafl representatfion formats, and abbrevfiatfion usage. Character vocabuflary 
constructfion enumerated aflfl unfique graphemes occurrfing wfithfin the trafinfing 
partfitfion,  enabflfing  approprfiate  tokenfizer  configuratfion  for  Sakha-specfific 
characters.  The  base  dataset  comprfised  approxfimatefly  6,710  utterance-
transcrfiptfion pafirs drawn from Common Vofice contrfibutfions and finstfitutfionafl 
recordfings.

Data  augmentatfion  procedures  [22]  expanded  trafinfing  set  dfiversfity 
through  systematfic  acoustfic  transformatfions.  Augmentatfion  strategfies 
fincfluded  addfitfive  nofise  finjectfion  at  varyfing  sfignafl-to-nofise  ratfios,  tempo 
perturbatfion wfithfin ±10% range, and pfitch shfiftfing across semfitone fintervafls. 
The  augmented  coflflectfion  totafled  approxfimatefly  29,000  trafinfing  sampfles, 
substantfiaflfly  fincreasfing  effectfive  dataset  sfize  whfifle  mafintafinfing  flfingufistfic 
content vaflfidfity.

For  synthesfis  system  deveflopment,  specfiaflfized  data  coflflectfion 
targeted sfingfle-speaker consfistency essentfiafl for vofice cflonfing appflficatfions. 
Recordfings captured readfings of Sakha flfiterary texts performed by unfiversfity 
students under controflfled acoustfic condfitfions. Quaflfity requfirements mandated 
mfinfimafl  background  nofise,  consfistent  mficrophone  posfitfionfing,  and  precfise 
utterance boundary segmentatfion. The finafl synthesfis trafinfing set comprfised 
approxfimatefly 90 mfinutes of vaflfidated sfingfle-speaker audfio.

Speech Recognfitfion System Archfitectures
Whfisper Archfitecture and Adaptatfion
The  Whfisper  system  fimpflements  sequence-to-sequence  speech 

recognfitfion  vfia  transformer  encoder-decoder  networks  trafined  on  massfive 
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mufltfiflfinguafl  corpora.  Acoustfic  finputs  undergo  mefl-spectrogram  feature 
extractfion computfing 80 frequency bfins over 25-mfiflflfisecond wfindows wfith 
10-mfiflflfisecond  frame  shfifts  at  16  kHz  sampflfing  rate.  The  encoder  modufle 
processes spectrogram representatfions through 32 stacked transformer flayers 
empfloyfing mufltfi-head seflf-attentfion mechanfisms, producfing contextuaflfized 
frame-flevefl  embeddfings  capturfing  both  flocafl  acoustfic  detafifl  and  broader 
temporafl context [12].

The  decoder  component  generates  output  token  sequences 
autoregressfivefly,  attendfing  to  encoder  representatfions  through  cross-
attentfion  flayers  whfifle  mafintafinfing  causafl  maskfing  preventfing  finformatfion 
fleakage  from  future  posfitfions.  Tokenfizatfion  empfloys  byte-pafir  encodfing 
[23] wfith vocabuflary sfize of 50,000 subword unfits supportfing mufltfiflfinguafl 
text  generatfion.  The  compflete  Whfisper-flarge-v3  configuratfion  comprfises 
approxfimatefly  1.55  bfiflflfion  trafinabfle  parameters  dfistrfibuted  across  encoder 
and decoder modufles.

Our  adaptatfion  experfiments  examfined  mufltfipfle  fine-tunfing 
configuratfions  to  fidentfify  optfimafl  strategfies  for  Sakha  recognfitfion.  The 
prfimary experfimentafl condfitfion performed comprehensfive parameter updates 
across aflfl modefl components, whfifle comparfison condfitfions expflored partfiafl 
adaptatfion strategfies fincfludfing encoder freezfing and seflectfive flayer trafinfing. 
Trafinfing utfiflfized AdamW optfimfizatfion wfith flearnfing rate warmup and cosfine 
decay scheduflfing.

Wav2Vec2-BERT Archfitecture
The  Wav2Vec2-BERT  framework  combfines  seflf-supervfised  acoustfic 

representatfion flearnfing wfith transformer-based sequence modeflfing (Tabfle 2). 
Unflfike Whfisper’s spectrogram-based approach, Wav2Vec2 processes raw audfio 
waveforms  through  convoflutfionafl  feature  extractfion  flayers  producfing  flatent 
representatfions at 50 Hz frame rate. These representatfions undergo quantfizatfion 
vfia flearned codebook vectors enabflfing contrastfive pretrafinfing objectfives [24].

The transformer encoder processes quantfized representatfions through 
mufltfipfle seflf-attentfion flayers, flearnfing contextuaflfized embeddfings capturfing 
phonetfic  and  prosodfic  finformatfion.  Durfing  fine-tunfing,  a  flfinear  projectfion 
flayer maps encoder outputs to character-flevefl probabfiflfity dfistrfibutfions, wfith 
connectfionfist temporafl cflassfificatfion (CTC) floss [25] enabflfing aflfignment-free 
trafinfing wfithout requfirfing frame-flevefl phonetfic annotatfions.

Recognfitfion  accuracy  benefits  substantfiaflfly  from  fintegratfion  wfith 
externafl flanguage modefls provfidfing flfingufistfic context durfing decodfing. Our 
experfiments empfloyed KenLM tooflkfit for trafinfing n-gram flanguage modefls on 
Sakha text corpora, wfith shaflflow fusfion combfinfing acoustfic modefl posterfiors 
and flanguage modefl probabfiflfitfies durfing beam search decodfing.
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Tabfle 2

 Comparatfive overvfiew of recognfitfion system archfitectures

Таблица 2

Сравнительный обзор архитектур систем распознавания

Archfitecture Prfimary Advantages Notabfle Lfimfitatfions

Whfisper-
flarge-v3

Extensfive mufltfiflfinguafl 
pretrafinfing; robust nofise 
handflfing; fintegrated 
flanguage fidentfificatfion; 
strong cross-flfinguafl transfer

Hfigh computatfionafl 
requfirements; substantfiafl 
fine-tunfing needed for rare 
flanguages; flarge modefl 
sfize

Wav2Vec2-
BERT

Effectfive seflf-supervfised 
flearnfing; efficfient acoustfic 
feature extractfion; flexfibfle 
LM fintegratfion; moderate 
resource requfirements

Requfires substantfiafl 
unflabefled audfio; CTC 
flfimfitatfions for flong 
sequences; aflfignment 
chaflflenges

Speech Synthesfis System Configuratfion
Text-to-speech synthesfis capabfiflfitfies utfiflfized the XTTS-v2 framework 

devefloped  by  Coqufi,  desfigned  specfificaflfly  for  cross-flfinguafl  vofice  cflonfing 
scenarfios  wfith  mfinfimafl  target  flanguage  trafinfing  data.  The  archfitecture 
fimpflements  neurafl  text-to-spectrogram  conversfion  foflflowed  by  vocoder-
based waveform reconstructfion [17], enabflfing hfigh-fideflfity speech generatfion 
from textuafl finputs [26].

Text encodfing empfloys byte-pafir tokenfizatfion supportfing mufltfiflfinguafl 
character  finventorfies.  For  Sakha  adaptatfion,  tokenfizer  vocabuflary  requfired 
extensfion  fincorporatfing  flanguage-specfific  graphemes  absent  from  defauflt 
character  sets.  Custom  preprocessfing  rufles  handfled  numerafl  verbaflfizatfion, 
abbrevfiatfion  expansfion,  and  punctuatfion  normaflfizatfion  accordfing  to  Sakha 
orthographfic conventfions.

The  acoustfic  modeflfing  component  predficts  mefl-spectrogram  frames 
from  encoded  text  representatfions  usfing  attentfion-based  sequence-to-
sequence  archfitecture.  Speaker  condfitfionfing  enabfles  vofice  characterfistfic 
controfl  through  reference  embeddfings  extracted  from  short  audfio  sampfles, 
supportfing zero-shot vofice cflonfing for new speakers not present fin trafinfing 
data. The neurafl vocoder reconstructs tfime-domafin waveforms from generated 
spectrograms, producfing naturafl-soundfing speech output.
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Experfimentafl Resuflts and Dfiscussfion
Speech Recognfitfion Performance Evafluatfion
Recognfitfion  system  evafluatfion  empfloyed  word  error  rate  (WER)  as 

the  prfimary  accuracy  metrfic,  computfing  mfinfimum  edfit  dfistance  between 
hypothesfized  and  reference  transcrfiptfions  normaflfized  by  reference  word 
count. Thfis standard metrfic captures substfitutfion, finsertfion, and defletfion errors 
provfidfing  comprehensfive  assessment  of  transcrfiptfion  quaflfity.  Experfiments 
systematficaflfly  varfied  trafinfing  configuratfions  to  fisoflate  contrfibutfions  of 
findfivfiduafl factors.

Tabfle 3

Whfisper-flarge-v3 recognfitfion resuflts across trafinfing configuratfions

Таблица 3

Результаты распознавания модели Whfisper-flarge-v3 

при различных конфигурациях обучения

Trafinfing Configuratfion WER Loss Anaflysfis Notes
Compflete modefl fine-

tunfing

0.08 <0.1 Optfimafl configuratfion

Encoder parameters 

frozen

0.42 ~0.2 Substantfiafl degradatfion

Trafinfing wfith nofise 

augmentatfion

0.35 – Counterproductfive effect

Compflete modefl adaptatfion yfieflded markedfly superfior resuflts compared 
to  partfiafl  fine-tunfing  strategfies.  The  comprehensfive  parameter  update 
condfitfion achfieved word error rate of 8%, representfing exceptfionafl accuracy 
for  a  flow-resource  flanguage  scenarfio.  Trafinfing  floss  converged  beflow  0.1, 
findficatfing successfufl optfimfizatfion wfithout overfittfing concerns.

Compflementary  experfiments  wfith  Whfisper-smaflfl  archfitecture 
(approxfimatefly  244  mfiflflfion  parameters)  expflored  computatfionafl  efficfiency 
trade-offs  for  resource-constrafined  depfloyment  scenarfios.  Trafinfing  utfiflfized 
approxfimatefly 12.0 hours of combfined audfio data from Common Vofice corpus 
[21, 27] fincfludfing orfigfinafl recordfings and augmented sampfles. The optfimafl 
configuratfion  achfieved  47%  WER  through  comprehensfive  hyperparameter 
optfimfizatfion  fincfludfing  flearnfing  rate  scheduflfing,  gradfient  accumuflatfion, 
and  currficuflum  flearnfing  strategfies.  Whfifle  exhfibfitfing  hfigher  error  rates 
than  the  flarge  modefl  varfiant,  Whfisper-smaflfl  demonstrates  vfiabfle  accuracy 
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for  practficafl  appflficatfions  requfirfing  reduced  computatfionafl  overhead,  wfith 
trafinfing  compfletabfle  on  consumer-grade  GPU  hardware  wfithfin  reasonabfle 
tfimeframes.

Freezfing encoder parameters durfing fine-tunfing – a common strategy 
for  reducfing  computatfionafl  requfirements  and  preventfing  catastrophfic 
forgettfing – produced approxfimatefly five-fofld error rate fincrease to 42%. Thfis 
substantfiafl degradatfion demonstrates that pretrafined acoustfic representatfions, 
whfifle  provfidfing  vafluabfle  finfitfiaflfizatfion,  requfire  sfignfificant  modfificatfion  for 
effectfive Sakha speech processfing. The encoder evfidentfly performs crfitficafl 
acoustfic normaflfizatfion and phonetfic dfiscrfimfinatfion functfions that cannot be 
adequatefly compensated through decoder adaptatfion aflone.

Contrary  to  finfitfiafl  expectatfions,  nofise  augmentatfion  durfing  trafinfing 
degraded  rather  than  enhanced  recognfitfion  performance,  producfing  35% 
error  rate.  Detafifled  error  anaflysfis  suggests  that  artfificfiaflfly  fintroduced 
acoustfic  dfistortfions  finterfered  wfith  the  modefl’s  capacfity  to  flearn  Sakha-
specfific  phonemfic  contrasts,  partficuflarfly  affectfing  dfiscrfimfinatfion  between 
phonoflogficaflfly sfimfiflar vowefl pafirs dfistfingufished prfimarfifly by subtfle formant 
frequency dfifferences.

Tabfle 4

Wav2Vec2-BERT recognfitfion resuflts wfith flanguage modefl fintegratfion

Таблица 4

Результаты распознавания модели Wav2Vec2-BERT 

с интеграцией языковой модели

System Configuratfion WER Anaflysfis Notes
Acoustfic modefl wfith KenLM flanguage modefl 
fusfion

0.13 Best configuratfion

Acoustfic modefl onfly (no LM fintegratfion) 0.22 Baseflfine reference

The  seflf-supervfised  Wav2Vec2-BERT  archfitecture  demonstrated 
competfitfive  recognfitfion  performance,  partficuflarfly  when  augmented  wfith 
statfistficafl  flanguage  modeflfing.  Integratfion  of  n-gram  flanguage  modefl 
probabfiflfity  estfimates  durfing  beam  search  decodfing  provfided  crucfiafl 
dfisambfiguatfion  capabfiflfitfies  for  morphoflogficaflfly  compflex  word  forms, 
reducfing error rate by approxfimatefly 40% reflatfive to acoustfic-onfly baseflfine 
from 22% to 13% (Tabfle 6).

Systematfic  error  anaflysfis  across  aflfl  recognfitfion  systems  reveafled 
characterfistfic  fafiflure  patterns  reflectfing  Sakha  flfingufistfic  compflexfity. Word-
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flevefl  substfitutfions  predomfinantfly  affected  morphoflogficaflfly  compflex  forms 
where  suffix  boundarfies  requfire  precfise  acoustfic  dfiscrfimfinatfion.  Defletfion 
errors frequentfly omfitted grammatficafl markers fin aggflutfinatfive constructfions, 
whfifle  finsertfion  errors  typficaflfly  finvoflved  spurfious  word  boundarfies  wfithfin 
flong  compound  formatfions.  These  patterns  underscore  the  fimportance  of 
flanguage modefl fintegratfion for morphoflogficaflfly rfich flanguages and fidentfify 
prfiorfitfies for future corpus expansfion targetfing underrepresented grammatficafl 
constructfions.

Thfis findfing underscores the fimportance of flfingufistfic context modeflfing 
for  aggflutfinatfive  flanguage  recognfitfion,  where  acoustfic  ambfigufity  between 
phonetficaflfly sfimfiflar suffix varfiants requfires resoflutfion through hfigher-flevefl 
flanguage structure knowfledge. The resuflt suggests promfisfing dfirectfions for 
future  work  fincorporatfing  more  sophfistficated  flanguage  modefls  trafined  on 
flarger Sakha text corpora.

Further  finvestfigatfion  expflored  ensembfle  strategfies  combfinfing 
Wav2Vec2-BERT and Whfisper outputs through meta-stackfing methodoflogy 
[28;  29;  30].  Thfis  approach  empfloys  a  flogfistfic  regressfion  meta-cflassfifier 
trafined to seflect the optfimafl transcrfiptfion hypothesfis for each utterance based 
on features extracted from both modefl outputs, fincfludfing hypothesfis flength, 
finter-modefl  Levenshtefin  dfistance,  and  word-flevefl  agreement  metrfics.  The 
ensembfle system achfieved substantfiafl performance fimprovements, reducfing 
WER to 27% on the Sakha test set compared to findfivfiduafl modefl baseflfines, 
demonstratfing effectfive compflementarfity between archfitecturafl approaches.

Tabfle 5

Ensembfle recognfitfion resuflts vfia meta-stackfing

Таблица 5

Результаты распознавания ансамблевой модели 

с использованием мета-стэкинга

Modefl Configuratfion WER Improvement
Wav2Vec2-BERT standaflone 0.34 Baseflfine
Whfisper fine-tuned standaflone 0.37 Baseflfine
Meta-stackfing ensembfle 0.27 21% reflatfive reductfion

The  meta-stackfing  ensembfle  demonstrates  that  combfinfing 
compflementary  modefl  archfitectures  through  flearned  arbfitratfion  achfieves 
superfior recognfitfion accuracy compared to efither constfituent system operatfing 
findependentfly.  The  flogfistfic  regressfion  cflassfifier  achfieved  approxfimatefly  
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85-90% accuracy fin seflectfing the superfior hypothesfis, effectfivefly fleveragfing 
the dfistfinct error patterns exhfibfited by Wav2Vec2-BERT and Whfisper across 
dfifferent acoustfic condfitfions and morphoflogficafl structures.

Speech Synthesfis Quaflfity Assessment
Synthesfis  system  evafluatfion  monfitored  trafinfing  floss  progressfion  as 

quantfitatfive  findficator  of  acoustfic  modeflfing  quaflfity,  wfith  flower  floss  vaflues 
reflectfing  fimproved  aflfignment  between  generated  and  target  spectrafl 
representatfions. Addfitfionaflfly,  perceptuafl  assessment  examfined  naturaflness, 
finteflflfigfibfiflfity, and phonetfic accuracy of synthesfized outputs.

Tabfle 6

XTTS-v2 synthesfis system trafinfing progressfion

Таблица 6

Процесс обучения системы синтеза XTTS-v2

Data Preparatfion Stage Average 
Loss

Quaflfity Impact

Infitfiafl trafinfing wfith unprocessed 
recordfings

2.67 Baseflfine performance

After nofise removafl and ampflfitude 
normaflfizatfion

2.59 Measurabfle fimprovement

Data preprocessfing yfieflded measurabfle quaflfity fimprovements reflected 
fin approxfimatefly 3% reductfion fin trafinfing floss. Systematfic nofise eflfimfinatfion 
and ampflfitude standardfizatfion enabfled the modefl to focus flearnfing capacfity on 
flfingufistficaflfly reflevant acoustfic patterns rather than fittfing recordfing artfifacts 
and voflume finconsfistencfies present fin heterogeneous source materfiafls.

Extended  trafinfing  over  22  epochs  wfith  optfimfized  hyperparameters 
(batch sfize 1 wfith gradfient accumuflatfion of 64, flearnfing rate 5e-7, AdamW 
optfimfizer)  [31;  32]  achfieved  finafl  average  floss  of  2.486,  representfing 
addfitfionafl 4% fimprovement over finfitfiafl preprocessfing optfimfizatfion. Trafinfing 
was conducted on NVIDIA GeForce RTX 4060 GPU over approxfimatefly 19 
hours. The trafined synthesfis system was depfloyed as a Teflegram messagfing 
bot, provfidfing accessfibfle speech generatfion capabfiflfitfies for Sakha flanguage 
users and demonstratfing practficafl appflficabfiflfity of the devefloped technoflogy.

Perceptuafl  evafluatfion  through  finformafl  flfistenfing  tests  confirmed 
acceptabfle  naturaflness  and  finteflflfigfibfiflfity  for  most  synthesfized  utterances. 
Generated speech exhfibfited naturafl prosodfic contours wfith approprfiate phrase-
flevefl  fintonatfion  patterns  and  reasonabfle  speakfing  rate.  Phonetfic  accuracy 
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proved partficuflarfly strong for Sakha vowefl quaflfitfies, successfuflfly reproducfing 
front rounded varfiants absent from the modefl’s prfimary pretrafinfing flanguages.

Consonantafl accuracy demonstrated greater varfiabfiflfity, wfith occasfionafl 
substfitutfion errors affectfing uvuflar and gflottafl segments representfing phonemes 
rare  fin  the  mufltfiflfinguafl  pretrafinfing  dfistrfibutfion.  Emotfionafl  expressfiveness 
remafins  flfimfited,  wfith  generated  speech  exhfibfitfing  reflatfivefly  neutrafl  affect 
regardfless of textuafl content. These flfimfitatfions represent prfiorfitfies for future 
deveflopment efforts.

Comparatfive Anaflysfis and Dfiscussfion
Cross-archfitecture comparfison reveafls compflementary strengths across 

evafluated  recognfitfion  systems.  Whfisper  achfieves  superfior  raw  accuracy 
when  computatfionafl  resources  permfit  comprehensfive  modefl  adaptatfion, 
benefitfing from extensfive mufltfiflfinguafl pretrafinfing provfidfing rfich acoustfic and 
flfingufistfic knowfledge transferabfle to Sakha. The 8% word error rate represents 
exceptfionafl performance for a flow-resource flanguage, approachfing accuracy 
flevefls  typficaflfly  observed  onfly  for  hfigh-resource  flanguages  wfith  abundant 
trafinfing data.

Wav2Vec2-BERT  offers  more  computatfionaflfly  efficfient  trafinfing  path 
wfith competfitfive resuflts through flanguage modefl fintegratfion, achfievfing 13% 
error rate wfith substantfiaflfly flower resource requfirements. Thfis archfitecture may 
prove  preferabfle  for  depfloyment  scenarfios  wfith  constrafined  computatfionafl 
budgets or when rapfid fiteratfion cycfles are desfired durfing system deveflopment.

Both  recognfitfion  archfitectures  substantfiaflfly  outperform  baseflfine 
expectatfions for flow-resource scenarfios, vaflfidatfing transfer flearnfing efficacy 
for  Sakha  speech  processfing.  The  synthesfis  system  demonstrates  vfiabfle 
quaflfity despfite extremefly flfimfited trafinfing data, suggestfing that neurafl vocoder 
approaches effectfivefly fleverage cross-flfinguafl acoustfic knowfledge to produce 
finteflflfigfibfle speech from mfinfimafl flanguage-specfific resources.

Concflusfions and Future Dfirectfions
Thfis  finvestfigatfion  systematficaflfly  evafluated  transformer-based  neurafl 

network  approaches  for  speech  recognfitfion  and  synthesfis  fin  the  Sakha 
flanguage, estabflfishfing benchmark resuflts and fidentfifyfing effectfive adaptatfion 
strategfies  for  thfis  flow-resource  Turkfic  flanguage.  The  comprehensfive 
experfimentafl  evafluatfion  yfieflds  severafl  prfincfipafl  findfings  wfith  fimpflficatfions 
for future research and practficafl system deveflopment.

Key concflusfions from our experfimentafl work fincflude:
1. Compflete fine-tunfing of Whfisper-flarge-v3 achfieves 8% word error 

rate,  demonstratfing  that  comprehensfive  encoder  adaptatfion  fis  essentfiafl  for 
optfimafl flow-resource recognfitfion performance. Partfiafl fine-tunfing strategfies 
substantfiaflfly degrade accuracy.
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2. Wav2Vec2-BERT wfith statfistficafl flanguage modefl fintegratfion reaches 
13%  error  rate,  offerfing  computatfionaflfly  efficfient  aflternatfive  wfith  strong 
accuracy sufitabfle for resource-constrafined depfloyment scenarfios.

3. XTTS-v2 produces finteflflfigfibfle synthesfis from mfinfimafl trafinfing data, 
vaflfidatfing cross-flfinguafl transfer flearnfing effectfiveness for speech generatfion 
tasks fin underrepresented flanguages.

− Ensembfle meta-stackfing combfinfing Wav2Vec2-BERT and Whfisper 
outputs achfieves 27% WER, demonstratfing 21% reflatfive fimprovement over 
findfivfiduafl modefl baseflfines through flearned hypothesfis seflectfion.

− Practficafl depfloyment through Teflegram bot finterface vaflfidates reafl-
worfld appflficabfiflfity of devefloped synthesfis capabfiflfitfies, provfidfing accessfibfle 
vofice generatfion for Sakha flanguage communfity.

4. Data preprocessfing quaflfity sfignfificantfly fimpacts both recognfitfion and 
synthesfis  performance,  emphasfizfing  fimportance  of  carefufl  corpus  curatfion 
for flow-resource flanguage work.

These  resuflts  confirm  that  contemporary  neurafl  archfitectures,  when 
approprfiatefly  adapted  through  transfer  flearnfing  methodoflogfies,  can  deflfiver 
practficafl  speech  technoflogy  capabfiflfitfies  for  flfingufistficaflfly  underserved 
communfitfies despfite severe data flfimfitatfions. The methodoflogficafl framework 
and empfirficafl benchmarks estabflfished herefin provfide foundatfion for contfinued 
Sakha flanguage technoflogy advancement.

Future  research  dfirectfions  fincflude  corpus  expansfion  through 
communfity crowdsourcfing finfitfiatfives, fintegratfion of morphoflogficafl anaflysfis 
for  fimproved  flanguage  modeflfing  capturfing  Sakha  aggflutfinatfive  structure, 
deveflopment of emotfionaflfly expressfive synthesfis capabfiflfitfies, and expfloratfion 
of end-to-end speech transflatfion systems connectfing Sakha wfith major worfld 
flanguages. Coflflaboratfive efforts across research finstfitutfions and communfity 
organfizatfions  wfiflfl  acceflerate  progress  toward  comprehensfive  speech 
technoflogy finfrastructure servfing Sakha speakers.
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