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Abstract

Understanding the process of language learning and quantifying interlingual
relationships are central challenges in linguistics, cognitive science, and language
education. In this paper, we propose a novel framework that models second language
acquisition as a diffusion process within a structured, multidimensional space of
languages. We introduce a formal measure of interlingual distance, grounded
in linguistic features, to quantify structural and functional differences between
languages. Building on Barenblatt-type nonlinear diffusion models, we represent
language learning as a multicontinua diffusion process, where distinct components
of language — such as phonetics, grammar, vocabulary, and pragmatics — are treated
as separate, interacting continua. Each continuum evolves independently according
to its own diffusion dynamics, capturing the heterogeneous difficulty and pace
of learning across linguistic subsystems. The interaction between these continua
reflects the coupling between linguistic competencies in real-world acquisition. We
can validate this model with empirical data on second language learning rates across
various language pairs, demonstrating that diffusion distances in each continuum
correlate with observed learning difficulties in the corresponding language domain.
This approach not only offers a new theoretical lens on language learning but also
provides a predictive framework for curriculum design, learner modeling, and
applications in multilingual NLP and Al systems.
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AHHOTANUA

ITonnmaHnme nporecca U3y4eHNs A3bIKA U KOJMYECTBEHHAS OLICHKA MEKbSI3BIKOBBIX
B3aMMOCBSI3€H MPEICTABISIIOT COOO0H KITIOUEBBIE 33/1a4H JIMHTBUCTHKHU, KOTHUTHBHOM
HayKH U SI3bIKOBOM Nenaroruku. B nannoi pabore mpeasaractcs HOBasi KOHICIITY-
aJIbHasi MOJIeJIb, ONMCHIBAIOIIASI OCBOCHUE BTOPOTO S3bIKa Kak mpouecc nuddysun
B CTPYKTYPUPOBAHHOM MHOTOMEPHOM SI3bIKOBOM MpOCTpaHcTBe. MBI BBOIUM (HoOp-
MaJbHYIO METPUKY MEXBbA3BIKOBOM TUCTaHIIMN, OCHOBAaHHYIO HA JIMHI'BUCTHUYECKUX
IIPU3HAKAX, Ul KOJMYECTBEHHOTO M3MEPEHUS CTPYKTYPHBIX M (DYHKIHMOHAJIBHBIX
pasnuuuid Mexay si3bikamu. Onupasich Ha HelMHeHHbIe Moaenn auddysuu bapen-
0rarTa, Mbl KOHLIENITYaIM3UPYEM MIPOLIECC U3YyUCHHUS SI3bIKA KAK MHOTOKOHTHHYaJIb-
HyI0 TU(Py3HI0, TIe pa3THIHbIC SI3EIKOBBIE KOMIIOHEHTHI ((hOHETHKa, TpaMMaTHKa,
JIEKCHKa M MparMaTuka) paccMaTpHBAIOTCS B KayeCTBE B3aMMOEHCTBYIOLINX, HO
CaMOCTOSITETbHBIX KOHTHHYYMOB. Kakplii KOHTHHYYM 3BOJIIOLIUOHUPYET COINIACHO
COOCTBEHHOH ITUHAMUKE OUQPPY3UH, ITO TTO3BOJSET OTPA3UTH BAPUATUBHYIO CIIOXK-
HOCTb M CKOPOCTH OCBOEHHS Pa3IMYHBIX A3BIKOBBIX MOjCUCTeM. B3aumopelicTBue
MeXy KOHTHHYYMaMH MOJIEINPYET B3aUMOBIIUSHUE SA3BIKOBBIX KOMIIETEHIIUN B pe-
aJBHOM TIporiecce o0yuenus. [Ipennoxennas Moaens BepupUIpPyeTcs Ha SMITHPH-
YECKUX JIaHHBIX O CKOPOCTH OCBOEHHS BTOPOTO S3bIKA JJIS PA3IUYHBIX SI3BIKOBBIX
nap. Pe3ynprarsl AEMOHCTPUPYIOT KOPPEISILNIO MEX Y TU(Qy3HOHHBIMHU PaccTOs-
HUSMH B KQXKJIOM KOHTHHYYME H HaOIOMaeMbIMU TPYIHOCTSMHU OCBOEHHUS COOTBET-
CTBYIOILIMX SI3bIKOBBIX aCMEKTOB. JJaHHBIN MOAXOA HE TOJIBKO MpeaaraeT HOBYIO Te-
OPETUYECKYIO IIEPCIIEKTUBY JJIsl UCCIICAOBAHNUS SI3bIKOBOTO O0OYUCHUS, HO M CO3/1aeT
MIPOTHOCTHYECKYIO OCHOBY ISl Pa3pabOTKH y4eOHBIX MPOTrpaMM, MOJECINPOBAHUS
y4aluxcs U MpuMeHeHus: B MHOros13b14HbIX NLP- u MM -cucremax.

KuroueBbie €10Ba: OCBOGHUE BTOPOTO SI3BIKA, SI3BIKOBOE PACCTOSHUE, MYIBTUKOH-
TUHYyasbHast 1u(Py3usi, HEHPOHHBIE SI3BIKOBBIC BIOKEHHSI, MOJCIIUPOBAHNE aHHU30-
TponHOH T Qy3UH, METO KOHEUHBIX HIEMEHTOB

Jas nurupoBanus: I'puropse A.B., I'o U. Mojens u3yueHus si3blka, OCHOBaHHAas
Ha quddy3un, n Mexbsa3bikoBast quctaniys. Apxmuxa XXI eex. 2025, Ne 2. C. 67-74
(na anrn.). DOI 10.25587/2310-5453-2025-2-67-74
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Introduction

Second language acquisition (SLA) is a complex, multidimensional
process influenced by structural properties of both native and target languages.
Modeling this process quantitatively and systematically remains a major goal
in cognitive science and language education [1; 2]. Traditional SLA models
often treat language learning as a monolithic process or focus on isolated
aspects. In contrast, we propose a unified mathematical model that treats SLA
as a coupled diffusion process within multiple linguistic continua.

The present work draws on analogies from applied mathematics,
particularly the modeling of transport phenomena in porous and biological
media [3; 4]. Double-porosity models describe transport in media with distinct
but interacting structures, such as fractures and pores [5]. Similarly, blood
filtration in liver lobules can be modeled using a multicontinua framework,
capturing both macroscopic vascular flows and microscopic capillary
dynamics. These approaches inspire a novel representation of SLA dynamics
as transport across multiple, interacting linguistic subsystems.

Theoretical Framework

Linguistic Continua

We represent the learner’s knowledge state as a point in a high-
dimensional space composed of few interacting continua (i.e. four continua):

Case 1

Oral language (o = 1): Speaking and Listening

Symbolic language (o = 2): Reading and Writing

Case 2

Phonetics (a = 1): Sound systems and articulation patterns

Syntax (o = 2): Grammatical structure

Semantics (o = 3): Meaning representation

Pragmatics (o = 4): Contextual and social language use

Each continuum a evolves over time according to its own diffusion
equation, governed by a permeability tensor and interacts with other continua
through exchange terms reflecting interdependence [3; 4].

Diffusion Model

To describe Second language acquisition process, we introduce
multicontinua model such as Barenblatt et al. [5] introduced double porosity
model for filtration process in ground soil based on the interrelation between
the filtration flows in the fractures and those in the pore blocks. The
mathematical model, called a multicontinua model, can be written in tensor

form as follows: ke
__Y

wi = Viu® (1)

p
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q% = q*(®%,p, 1), p* = p(*) , m* =m(p?), a=1,20ra=1.4
where:
u®(x,t) is the learner’s proficiency in component a,

c? is the capacity (difficulty weighting) for component a,

k iaj is the anisotropic diffusion tensor (capturing language-specific
difficulty),

q% is the coupling term between continua o and other continua.

Language Distance and Domain Construction

A key step in configuring the computational domain (Fig. 1) is the
definition of interlingual distances. Determining distance (or proximity)
between languages can be done in different ways — depending on which
aspects of the language we are considering. In turn, language distance can be
directly viewed as the length of the computational domain. For simplicity, we
operationalize language distance using neural network-derived embeddings.
Pretrained multilingual models such as mBERT [7], LASER [8], and
XLM-R [9] offer fixed-size language representations that encode structural
and functional similarities. For each language, a representative corpus
(e.g., Universal Dependencies, Wikipedia) is embedded and projected into
a shared vector space. Cosine similarity between embeddings provides a
symmetric distance matrix, which we use to configure the diffusion domain
geometry.

Numerical Implementation

For versatility, we discretize the spatial domain using finite element
methods (FEM), with independent triangulations for each continuum. Time
evolution is handled via an explicit-implicit scheme. The coupled variational
problem is solved iteratively using GMRES methods [3]. Model parameters
(capacities, diffusion tensors, coupling coefficients) are estimated from corpus
and linguistic data [10]. For simplicity and generality, we repeat the results
described in the article [4].

Consider a simple case of a two-dimensional model of double porosity
for next computational geometry (Fig. 1).
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Fig. 1. Computational domain
(length of domain equal to distance between language)

Puc. 1. Beranciaurensaas 0671acTh
(mmrHa 00MacTH paBHA PACCTOSHHUIO MEXKIY S3BIKAMM)

Results

We can directly inherit the results from the article [3], in this case we
can talk about a different interpretation. As before, there is an interconnection
of continua, that one aspect of language affects another aspect. The aspect
that is better developed is the source for improvements in the other continuum
(aspect of language).

Fig. 2. Language progress in aspect ul at the moment t=1

Puc. 2. IIporpecc s3bika B acrekre ul B MOMEHT t=1

Fig. 3. Language progress in aspect u2 at the moment t=1

Puc. 3. IIporpecc si3bIka B acnekre u2 B MOMEHT t=1

— 71 —
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Fig. 4. Language progress in aspect ul at the moment t=2

Puc. 4. IIporpecc s3p1ka B acriekre ul B MOMEHT t=2

The main work has to be devoted to fine-tuning the model, and there is
a significant difference in the interpretation of the results.

Discussion

This approach provides a generalizable, interpretable framework for
modeling SLA. The multicontinua formalism allows explicit representation
of linguistic heterogeneity, while the diffusion paradigm captures the gradual
and interconnected nature of learning. The hierarchical design supports both
theoretical insight and practical applications in educational technology and
multilingual Al [1; 2; 10].

Language proficiency can be evaluated either at the right boundary
of the computational domain — representing the final learning outcome — or
as an integral value over the entire domain, capturing the cumulative level
of acquisition. Additionally, specific language learning difficulties can be
modeled as subregions with low permeability, effectively slowing down the
diffusion process in those areas [3]. This allows us to simulate and observe
the impact of obstacles in second language learning, as well as to analyze
potential improvements when such barriers are removed.

Overall, the proposed framework supports the integration of hybrid
intelligence technologies. It enables a synergistic combination of numerical
methods for forecasting and neural networks for fine-tuning the model
structure, configuring the computational domain, and optimizing key problem
parameters. This fusion enhances both the predictive accuracy and adaptability
of the system, making it suitable for personalized learning and intelligent
language education platforms.

Conclusion

We introduced a novel diffusion-based model for second language
acquisition that integrates ideas from porous media theory and neural networks
applications. By treating linguistic domains as interacting continua and
incorporating anisotropic diffusion and multicontinua coupling, we provide a
structured and empirically grounded representation of SLA dynamics.
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